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#### Abstract

In this paper, an adaptive control scheme for Unmanned Aerial Vehicles (UAVs) path following under slowly time-varying wind is developed. The proposed control strategy integrates the path following law based on the vector field method with an adaptive term counteracting the effect of wind's unknown component. The control strategy is developed and numerically simulated for straight line and orbit following scenarios. In particular, it is shown that the path following error is bounded under slowly time-varying unknown wind and converges to zero for unknown constant wind. Numerical simulations illustrate that, in environments with unknown and slowly time-varying wind conditions, the proposed method compensates for the lack of knowledge of the wind vector, and attains a smaller path following error than state-of-theart vector field method.


## I. INTRODUCTION

Unmanned aerial vehicles (UAVs) are versatile in many applications nowadays including military, agriculture, geographical exploration and so on. Most tasks in these application fields, like the military surveillance at a certain target, the rescue task in the forest fire, rely on the accurate and robust path generator and path tracking controller in UAVs. A path tracking controller in place of the human pilot plays a key role in manipulating UAVs under hazard environment. The challenge of the path following controller design stems from the wind disturbance, UAV dynamic characteristics and the quality of the sensors. In this paper, the influence of wind on UAV behavior is the main consideration in the path following design procedure.

In [1] the authors point out the difference between tracking a reference time signal and following a geometric path. Generally, the latter is less restrictive than the former since there is one extra degree of freedom to select the time law for the path variable. This paper is focused on the following of geometric paths.

Several methods for UAV path following have been already proposed and tested on actual UAV platforms. In [2], state-of-the-art path following algorithms in 2D are summarized and compared with each other using two metrics: total control effort and total cross-track error. Five algorithms are evaluated in [2] namely carrot-chasing algorithm, nonlinear guidance law (NLGL) [3], vector-field (VF)-based path following, LQR-based path following [4] [5] and pure pursuit

[^0]with line-of-sight (PLOS)-based path following [6]. Monte Carlo simulations show that the VF path following technique is more accurate than the other methods. Furthermore, the simulations point out that a good wind estimator is beneficial to the performance of any path following algorithm.

The vector field path following algorithm is widely used in robotics, marine vehicles and autonomous automobiles. Its basic concept is to construct the vector field around the desired path to provide the course commands to the vehicle. Usually the path following laws are derived from Lyapunov stability analysis which guarantees the globally stable convergence to the desired path. The implementation of this concept is shown in [7] and [8]. Another variation of Lyapunov vector field is proposed in [9], which is called tangent vector field guidance. This new vector field method outperforms the classic Lyapunov vector field in most cases, but it is not valid when the current position of the UAV is inside the desired orbit path.

However, VF methods work under the assumptions of a perfectly known constant wind disturbance. In this paper, a novel vector field path following strategy extends the standard VF approach in [7]. The work in [7] proposes a vector field path following controller to generate desired course inputs for straight line and orbit path respectively. Lyapunov stability arguments are used to prove the asymptotic decay of path following errors. The main contribution of this paper is to extend the standard vector field path following strategy to uncertain and possibly time-varying wind scenarios. The motivation of this work stems from uncertain real-life conditions in which unknown and possibly time-varying wind components might add up to a constant wind component. An accurate UAV path following algorithm must then be able to handle this scenario. In this work, the path following control law is augmented with an estimator counteracting the effects of the unknown wind component, thus resulting in an adaptive vector field path following strategy. Stability analysis is performed via Lyapunov methods. In particular, it is shown that the path following error is bounded under slowly time-varying unknown wind and converges to zero for unknown constant wind. Performance improvement over a standard VF method is demonstrated in numerical simulations.

The rest of the paper is organized as follows. In section II, the UAV path following problem and the kinematics of UAV movement are described. The path following algorithms for straight line and orbit are introduced in section III, together with simulation results. The comparison between the standard vector field method and the proposed adaptive
vector field method is discussed in section IV. Finally, section V concludes this work.

## II. Problem Description

The vector field (VF) method is based on specifying a desired course at a certain coordinate. This method is applicable for straight line and orbit arcs. More complicated paths can be segmented with straight lines and arcs ([9], [10]).

Some assumptions are listed here to clarify the limitations and study ground of this paper.

Assumption 1: Altitude and airspeed ( $V_{a}$ ) are held constant by the longitudinal control of UAV.

Assumption 2: The UAV is equipped with the course-hold loop devices whose dynamics can be modeled as the firstorder system

$$
\dot{\chi}^{\prime}=\alpha\left(\chi_{c}-\chi^{\prime}\right)
$$

where $\chi^{\prime}$ is the real course of the UAV, i.e. the angle between its ground velocity and the horizontal axis in the earth frame, $\chi_{c}$ is the command course from the controller, and $\alpha$ is a known positive constant that defines the response speed of the course-hold loop.

Assumption 3: The UAV course is measurable.
Assumption 4: The wind field consists of a constant component with magnitude $W$, angle $\psi_{w}$ and a slowly timevarying unknown component with amplitude $A(t)$ and angle $\psi_{A}(t)$.

Remark 1: Assumptions 1, 2 and 3 are standard in most VF strategies ([7], [8], [9], [11], [12]). Assumption 4 relaxes the classical assumption where the wind vector is completely known.

In the numerical studies done in this work, we take the following environmental conditions: the magnitude of the timevarying component is changing over time in a co-sinusoidal fashion with frequency $0.1 \mathrm{rad} / \mathrm{sec}$, the angle of the timevarying component is changing in a sinusoidal fashion with frequency $0.1 \mathrm{rad} / \mathrm{sec}$. All the parameters related to the time-varying component of the wind are unknown to the designer. The designer only knows the constant component of the wind, whose parameters are considered as:
Constant wind's amplitude: $W=6$;
Constant wind's angle: $\psi_{w}=230^{\circ}$;
Time-varying wind's amplitude: $A(t)=3 \cos (0.1 t)$;
Time-varying wind's angle: $\psi_{A}(t)=\pi \sin (0.1 t)$.
Under assumptions $1-4$, the relationship between UAV airspeed, ground velocity and wind velocity can be illustrated in Fig. 1, resulting in the following navigational dynamics of the UAV:

$$
\begin{align*}
& \dot{x}=V_{a} \cos \psi+W \cos \psi_{w}+A \cos \psi_{A} \\
& \dot{y}=V_{a} \sin \psi+W \sin \psi_{w}+A \sin \psi_{A} \tag{1}
\end{align*}
$$

where $\psi$ is the heading angle between airspeed and horizontal axis in earth frame, $V_{a}$ is UAV airspeed, $W$ and $A$ are the amplitude of constant and time-varying part of wind, $\psi_{w}$ and $\psi_{A}$ are the angle between constant or time-varying part of wind velocity and $x$ axis in the earth frame. $x$ and $y$ are
the coordinate of the earth frame. The value of $W$ and $\psi_{w}$ can be obtained from historical data of wind velocity, while $A(t)$ and $\psi_{A}(t)$ can be regarded as disturbances which are slowly changing over time.


Fig. 1. UAV kinematics and relations between airspeed, ground velocity and wind velocity

From Fig. 1, the UAV velocity in $x, y$ direction can also be expressed by the ground speed and course

$$
\begin{align*}
& \dot{x}=V_{g}^{\prime} \cos \chi^{\prime}  \tag{2}\\
& \dot{y}=V_{g}^{\prime} \sin \chi^{\prime}
\end{align*}
$$

where $V_{g}^{\prime}$ is the ground velocity of UAV. Note that $V_{g}^{\prime}$ is not measurable since the time-varying wind influences the amplitude of ground velocity.

The overall wind field is denoted with amplitude $W^{\prime}$ and angle $\psi_{w^{\prime}}$, which are a combination of constant and timevarying parts

$$
\begin{align*}
W^{\prime} \cos \psi_{w^{\prime}} & =W \cos \psi_{w}+A \cos \psi_{A} \\
W^{\prime} \sin \psi_{w^{\prime}} & =W \sin \psi_{w}+A \sin \psi_{A} \tag{3}
\end{align*}
$$

In the design of vector fields and wind estimators, two fundamental paths are considered: the straight line and orbit paths. In the numerical section, these two elementary paths are combined to demonstrate the ability of path following for more complicated trajectories.

## III. Path Following Algorithm

## A. Straight Line Following

The objective of straight line following is to steer the UAV to the desired line and adjust its course to keep along with the line. In another words, the vector field should guide the UAV to follow the desired straight line. With respect to [7], a small modification is presented in order to generalize the method for arbitrary lines and arbitrary directions. The error
distance $e$ from UAV to desired line in $y$ direction and the desired course $\chi_{d}$ are defined as:

$$
\begin{aligned}
e & =y-(a x+b) \\
\chi_{d} & =i \chi^{\infty} \frac{2}{\pi} \tan ^{-1}(k e)+\tan ^{-1}(a)
\end{aligned}
$$

where $a x+b$ defines the line equation of desired path, $(x, y)$ is the coordinate of UAV in the ground reference frame, $i$ defines the direction of UAV movement. When $i=1$, the UAV goes to the negative direction of $x$ axis. When $i=-1$, the UAV goes to the positive direction of x axis. $k$ is a positive constant which influences the rate of course transition from $\chi^{\infty}$ to steady state course $\tan ^{-1}(a)$.

Similar to the Lyapunov stability analysis in [7], Lyapunov function $\mathcal{V}_{1}=\frac{1}{2} e^{2}$ can be used to argue that $e$ will converge to zero if $\chi^{\prime} \rightarrow \chi_{d}$.

$$
\begin{aligned}
\dot{\mathcal{V}}_{1} & =e(\dot{y}-a \dot{x}) \\
& =e V_{g}^{\prime}\left(\sin \chi_{d}-a \cos \chi_{d}\right) \\
& =e V_{g}^{\prime} \frac{\sin \left(i \chi^{\infty} \frac{2}{\pi} \tan ^{-1}(k e)\right)}{\cos \left(\tan ^{-1} a\right)}
\end{aligned}
$$

If $e<0, i<0$ and $\chi^{\infty}$ is restricted in the range $\left(0, \frac{\pi}{2}\right]$, then $0<i \chi^{\infty} \frac{2}{\pi} \tan ^{-1}(k e)<\frac{\pi}{2}$ and $-\frac{\pi}{2}<\tan ^{-1}(k e)<\frac{\pi}{2}$. If $e<0, i>0$ and $\chi^{\infty}$ is restricted in the range $\left(0, \frac{\pi}{2}\right]$, then $-\frac{\pi}{2}<i \chi^{\infty} \frac{2}{\pi} \tan ^{-1}(k e)<0$ and $\frac{\pi}{2}<\tan ^{-1}(k e)<\frac{3 \pi}{2}$. If $e>0, i<0$ and $\chi^{\infty}$ is restricted in the range $\left(0, \frac{\pi}{2}\right]$, then $-\frac{\pi}{2}<i \chi^{\infty} \frac{2}{\pi} \tan ^{-1}(k e)<0$ and $-\frac{\pi}{2}<\tan ^{-1}(k e)<\frac{\pi}{2}$. If $e>0, i>0$ and $\chi^{\infty}$ is restricted in the range $\left(0, \frac{\pi}{2}\right]$, then $0<i \chi^{\infty} \frac{2}{\pi} \tan ^{-1}(k e)<\frac{\pi}{2}$ and $\frac{\pi}{2}<\tan ^{-1}(k e)<$ $\frac{3 \pi}{2}$. For all of the cases above, $V_{1}$ is smaller than zero for $e \neq 0$, which means that error distance $e$ converges to zero asymptotically if $\chi^{\prime} \rightarrow \chi_{d}$.

Let $\mathcal{V}_{2}=\frac{1}{2} \tilde{\chi}^{\prime 2}$, where $\tilde{\chi}^{\prime}=\chi^{\prime}-\chi_{d}$ is the error between UAV course and desired course. The derivative of $\mathcal{V}_{2}$ is
$\dot{V}_{2}=\tilde{\chi}^{\prime} \dot{\tilde{\chi}}^{\prime}$
$=\tilde{\chi}^{\prime}\left(\alpha\left(\chi_{c}-\chi^{\prime}\right)-i \chi^{\infty} \frac{2}{\pi} \frac{k \dot{e}}{1+(k e)^{2}}\right)$
$=\tilde{\chi}^{\prime}\left(\alpha\left(\chi_{c}-\chi^{\prime}\right)-i \chi^{\infty} \frac{2}{\pi} \frac{k}{1+(k e)^{2}} V_{g}^{\prime}\left(\sin \chi^{\prime}-a \cos \chi^{\prime}\right)\right)$
Ideally, if we choose the command course as:
$\chi_{c}=\chi^{\prime}+\frac{i}{\alpha} \chi^{\infty} \frac{2}{\pi} \frac{k}{1+(k e)^{2}} V_{g}^{\prime}\left(\sin \chi^{\prime}-a \cos \chi^{\prime}\right)-\frac{\kappa}{\alpha} \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)$
where sat is the saturation function used to eliminate chattering of sign function.

$$
\operatorname{sat}(x)= \begin{cases}x, & \text { if }|x|<1 \\ \operatorname{sign}(x) & \text { otherwise }\end{cases}
$$

and $\kappa>0, \epsilon>0$ are the parameters that control the shape of the trajectories on sliding surface and the width of the transition region around the sliding surface respectively. Then the derivative of $\mathcal{V}_{2}$ equals

$$
\dot{V}_{2}= \begin{cases}-\frac{\kappa}{\epsilon} \tilde{\chi}^{\prime 2} & \text { if }\left|\frac{\tilde{\chi}^{\prime}}{\epsilon}\right|<1 \\ -\kappa\left|\tilde{\chi}^{\prime}\right| & \text { otherwise }\end{cases}
$$

which is always negative semi-definite. We conclude that $\chi^{\prime}$ converges to the desired course $\chi_{d}$ in finite time.

However, the control law in (4) cannot be implemented in practice since $V_{g}^{\prime}$ is not measurable. In this case, an estimator is designed to estimate the ground velocity of UAV. The control law will be modified as:
$\chi_{c}=\chi^{\prime}+\frac{i}{\alpha} \chi^{\infty} \frac{2}{\pi} \frac{k}{1+(k e)^{2}} \hat{V}_{g}^{\prime}\left(\sin \chi^{\prime}-a \cos \chi^{\prime}\right)-\frac{\kappa}{\alpha} \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)$
where $\hat{V}_{g}^{\prime}$ is the estimated value of $V_{g}^{\prime}$. The following stability result can be stated.

Theorem III.1: In straight line following scenario, the command course (5) and the estimator

$$
\begin{equation*}
\dot{\hat{V}}_{g}^{\prime}=-\Gamma \rho \tilde{\chi}^{\prime} i \chi^{\infty} \frac{2}{\pi} \frac{k}{1+(k e)^{2}}\left(\sin \chi^{\prime}-a \cos \chi^{\prime}\right)-\sigma \Gamma \hat{V}_{g}{ }^{\prime} \tag{6}
\end{equation*}
$$

with $\Gamma>0$ being the estimation gain and $\sigma>0$ being a switching $\sigma$-modification parameter, guarantees that the tracking error converges to zero for unknown constant winds and stays bounded for unknown slowly time-varying wind.

Proof: The adaptive law of $\hat{V}_{g}{ }^{\prime}$ is derived based on the Lyapunov argument below. Let $\Theta=\hat{V}_{g}{ }^{\prime}-V_{g}^{\prime}$ be the estimation error. Consider the Lyapunov function $\mathcal{V}_{e}=\mathcal{V}_{1}+$ $\rho \mathcal{V}_{2}+\frac{1}{2} \Gamma^{-1} \Theta^{2}$ whose derivative is

$$
\dot{\mathcal{V}}_{e}=\dot{\mathcal{V}}_{1}+\rho \dot{\mathcal{V}}_{2}+\Gamma^{-1} \Theta \dot{\Theta}
$$

where $\rho$ is the positive weight term for course error in order to make the distance error and course error in the same altitude. $\Gamma$ is the positive gain for the estimator.

Substitute (5) into the derivative of Lyapunov function $\mathcal{V}_{e}$

$$
\begin{aligned}
\dot{\mathcal{V}}_{e}= & \dot{V}_{1}+\rho \tilde{\chi}^{\prime}\left[i \chi^{\infty} \frac{2}{\pi} \frac{k}{1+(k e)^{2}}\left(\hat{V}_{g}^{\prime}-V_{g}^{\prime}\right)\left(\sin \chi^{\prime}-a \cos \chi^{\prime}\right)\right. \\
& \left.-\kappa \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)\right]+\Gamma^{-1}\left(\hat{V}_{g}^{\prime}-V_{g}^{\prime}\right)\left(\dot{\hat{V}}_{g}^{\prime}-\dot{V}_{g}^{\prime}\right)
\end{aligned}
$$

Since $V_{g}^{\prime}$ is slowly changing over time, we first assume the derivative of $V_{g}^{\prime}$ is negligible. Then the derivative of the Lyapunov function is

$$
\begin{aligned}
\dot{\mathcal{V}}_{e} \approx & \dot{V}_{1}+\rho \tilde{\chi}^{\prime}\left[i \chi^{\infty} \frac{2}{\pi} \frac{k}{1+(k e)^{2}}\left(\hat{V}_{g}^{\prime}-V_{g}^{\prime}\right)\left(\sin \chi^{\prime}-a \cos \chi^{\prime}\right)\right. \\
& \left.-\kappa \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)\right]+\Gamma^{-1}\left(\hat{V}_{g}^{\prime}-V_{g}^{\prime}\right) \dot{\hat{V}}_{g}^{\prime} \\
= & \dot{V}_{1}-\rho \kappa \tilde{\chi}^{\prime} \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)+\left\{\dot{\hat{V}}_{g}^{\prime} \Gamma^{-1}+\rho \tilde{\chi}^{\prime} i \chi^{\infty} \frac{2}{\pi} \frac{k}{1+(k e)^{2}}\right. \\
& \left.\left(\sin \chi^{\prime}-a \cos \chi^{\prime}\right)\right\}\left(\hat{V}_{g}^{\prime}-V_{g}^{\prime}\right)
\end{aligned}
$$

As we have proved before, $\dot{V}_{1}$ and $-\rho \kappa \tilde{\chi}^{\prime} \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)$ are negative semi-definite. So if the derivative of the estimated ground velocity is chosen as:

$$
\begin{equation*}
\dot{\hat{V}}_{g}^{\prime}=-\Gamma \rho \tilde{\chi}^{\prime} i \chi^{\infty} \frac{2}{\pi} \frac{k}{1+(k e)^{2}}\left(\sin \chi^{\prime}-a \cos \chi^{\prime}\right) \tag{7}
\end{equation*}
$$

The derivative of $V_{e}$ will be negative semi-definite.

Next, we use Barbalat's Lemma [13] to prove $e$ and $\tilde{\chi}^{\prime}$ will converge to zero asymptotically.

$$
\begin{align*}
\ddot{\mathcal{V}}_{e}= & \ddot{\mathcal{V}}_{1}-\rho \kappa \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right) \dot{\tilde{\chi}}^{\prime} \\
= & \ddot{\mathcal{V}}_{1}-\rho \kappa \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)\left[i \chi^{\infty} \frac{2}{\pi} \frac{k}{1+(k e)^{2}}\left(\sin \chi^{\prime}-a \cos \chi^{\prime}\right) \Theta\right. \\
& \left.-\kappa \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)\right] \tag{8}
\end{align*}
$$

$\tilde{\chi}, e$ and $\Theta$ are bounded since $\dot{\mathcal{V}}_{e} \leq 0$. It also implies $\ddot{\mathcal{V}}_{e}$ is bounded based on (8). Hence equivalently $\dot{\mathcal{V}}_{e}$ is uniformly continuous. Combined with the $\mathcal{V}_{e}$ is bounded and $\dot{\mathcal{V}}_{e}$ is negative semi-definite. It infers that $\dot{\mathcal{V}}_{e}$ converges to zero asymptotically according to Barbalat's Lemma, which also means $e$ and $\tilde{\chi}$ converge to zero asymptotically.

Next, we prove that the system is uniformly ultimately bounded under slowly time-varying wind, provided that a $\sigma$ modification technique [14] is applied to the adaptive law (7), which results in the adaptive law (6).

Substitute (6) into the derivative of Lyapunov function $\mathcal{V}=\rho \mathcal{V}_{2}+\frac{1}{2} \Gamma^{-1} \Theta^{2}$

$$
\begin{align*}
\dot{\mathcal{V}}= & -\rho \kappa \tilde{\chi}^{\prime} \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)+\left\{\left(\dot{\hat{V}}_{g}^{\prime}-\dot{V}_{g}^{\prime}\right) \Gamma^{-1}+\rho \tilde{\chi}^{\prime} i \chi^{\infty} \frac{2}{\pi} \frac{k}{1+(k e)^{2}}\right. \\
& \left.\left(\sin \chi^{\prime}-a \cos \chi^{\prime}\right)\right\}\left(\hat{V}_{g}^{\prime}-V_{g}^{\prime}\right) \\
= & -\rho \kappa \tilde{\chi}^{\prime} \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)-\sigma \Theta^{2}-\sigma \Theta\left(-\Gamma^{-1} \dot{V}_{g}^{\prime} \sigma^{-1}-V_{g}^{\prime}\right) \tag{9}
\end{align*}
$$

Using the inequality $-a^{2}+a b \leq-\frac{a^{2}}{2}+\frac{b^{2}}{2}$ for any $a$ and $b$, we write

$$
\begin{equation*}
\dot{\mathcal{V}} \leq-\rho \kappa \tilde{\chi}^{\prime} \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)-\frac{\sigma}{2} \Theta^{2}+\frac{\sigma\left(V_{g}^{\prime}+\dot{V}_{g}^{\prime} \Gamma^{-1} \sigma^{-1}\right)^{2}}{2} \tag{10}
\end{equation*}
$$

Since we assume that the wind changes in a slowly timevarying fashion, the magnitude of $\dot{V}_{g}^{\prime}$ will be bounded. And it is evident that the true ground velocity $V_{g}^{\prime}$ is bounded. Then the last term in (10) can be modified as

$$
\dot{\mathcal{V}} \leq-\rho \kappa \tilde{\chi}^{\prime} \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)-\frac{\sigma}{2} \Theta^{2}+C
$$

If $\Theta^{2} \geq \frac{2 C}{\sigma}$, $\dot{\mathcal{V}}$ will be negative definite, which means $e, \tilde{\chi}^{\prime}$ and $\Theta$ will converge inside a ball around the origin and stay bounded.

In practice, the estimation of ground velocity rate in (6) (or (7)) is modified with a feedforward term which gives the information on how $V_{g}^{\prime}$ changes depending on the course.

$$
\begin{align*}
\dot{\hat{V}}_{g}^{\prime}= & \frac{\partial V_{g}^{\prime}}{\partial \chi^{\prime}}\left[i \chi^{\infty} \frac{2}{\pi} \frac{k}{1+(k e)^{2}}\left(\sin \chi^{\prime}-a \cos \chi^{\prime}\right) \hat{V}_{g}^{\prime}-\kappa \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)\right] \\
& -\Gamma \rho \tilde{\chi}^{\prime} i \chi^{\infty} \frac{2}{\pi} \frac{k}{1+(k e)^{2}}\left(\sin \chi^{\prime}-a \cos \chi^{\prime}\right)-\sigma \Gamma \hat{V}_{g}^{\prime} \tag{11}
\end{align*}
$$

where the first term in (11) represents $\dot{V}_{g}^{\prime}$. The relationship between ground velocity and course can be derived from (1),
(2) and (3) [15].

$$
\begin{equation*}
V_{g}^{\prime}=W^{\prime} \cos \left(\psi_{w}^{\prime}-\chi^{\prime}\right)+\sqrt{V_{a}^{2}-W^{\prime 2} \sin ^{2}\left(\psi_{w}^{\prime}-\chi^{\prime}\right)} \tag{12}
\end{equation*}
$$

Since the whole wind field is unknown, $W^{\prime}$ and $\psi_{w}^{\prime}$ are substituted with the constant component of wind $W$ and $\psi_{w}$ in (12). The partial derivative of ground velocity over course is approximately calculated as

$$
\begin{align*}
\frac{\partial V_{g}^{\prime}}{\partial \chi^{\prime}} \approx & \frac{\partial V_{g}}{\partial \chi^{\prime}} \\
= & W \sin \left(\psi_{w}-\chi^{\prime}\right)+\left[V_{a}^{2}-W^{2} \sin ^{2}\left(\psi_{w}-\chi^{\prime}\right)\right]^{-\frac{1}{2}} W^{2} \\
& \sin \left(\psi_{w}-\chi^{\prime}\right) \cos \left(\psi_{w}-\chi^{\prime}\right) \tag{13}
\end{align*}
$$

The whole path following strategy for straight line is illustrated in the control scheme in Fig. 2. The control law block includes the modified command course (5). And the estimator block consists of the adaptive law of the estimated ground velocity in (7) or (6) and partial derivative in (13).


Fig. 2. Scheme of straight line path following

The control scheme is implemented in Simulink, using a desired line described by the equation $y=0.5 x$ in Fig. 3. In order to investigate the influence of control parameters $k, \kappa$ and $\epsilon$ on the performance of straight line following, four different cases of design parameters are compared with each other in Fig. 4. In all simulations, $\sigma=0$ because this choice delivered good performance and thus it was not necessary to tune this extra parameter.

The design parameters affect the transient behavior of UAV in the following manner. Larger $k$ makes the UAV's transient performance faster. Smaller $\kappa$ makes the transient trajectory smoother and slower. The parameter $\epsilon$ can be tuned to avoid chattering.

The steady state performance of straight line following strategy can be evaluated via the root mean square (RMS) tracking error between the desired path and the real UAV position, excluding the transient tracking errors from the turns. The root mean square error of the four cases in Fig. 4 are summarized in Tab. I. Steady state is assumed when the distance from the desired path settles inside the bounds $\pm 0.1 \mathrm{~m}$.

The performance of the estimator is evaluated with two criteria including transient RMS estimation error and steady


Fig. 3. Straight line following performance


Fig. 4. Influence of design parameters for straight line following:
Case 1: $k=0.1, \kappa=\frac{\pi}{2}, \epsilon=0.5, \Gamma=50$;
Case 2: $k=0.05, \kappa=\frac{\pi}{2}, \epsilon=0.5, \Gamma=50$;
Case 3: $k=0.1, \kappa=\frac{\pi^{2}}{6}, \epsilon=0.5, \Gamma=50$;
Case 4: $k=0.1, \kappa=\frac{\pi}{2}, \epsilon=1.5, \Gamma=50$.

RMS estimation error. In Fig. 5, it can be noted that the estimator does not track the real ground velocity. This could be caused by lack of persistence of excitation. Larger estimation gains result in better steady estimation error, but worse transient behavior. The estimator errors for three different estimator gains are collected in Tab. II.

## B. Orbit Path Following

The strategy for orbit path following is similar to the straight line following where the vector field is built up around the desired orbit. The UAV position is expressed in the circular coordinates where the origin locates at the orbit center. The distance from the orbit center to the UAV is denoted with $d$. And the angular position of UAV is denoted with $\gamma$. We assume the orbit center $\left(c_{x}, c_{y}\right)$ and radius $r$ of the desired orbit are known. The relationship between


Fig. 5. Estimation performance in straight line following
circular coordinates and Cartesian coordinates is

$$
\begin{align*}
& x=c_{x}+d \cos \gamma \\
& y=c_{y}+d \sin \gamma \tag{14}
\end{align*}
$$

Substitute (14) into (2). The dynamics of UAV will be expressed as

$$
\begin{aligned}
& \dot{d}=V_{g}^{\prime} \cos \left(\chi^{\prime}-\gamma\right) \\
& \dot{\gamma}=\frac{V_{g}^{\prime}}{d} \sin \left(\chi^{\prime}-\gamma\right)
\end{aligned}
$$

The desired course which steers the UAV towards the desired path was proposed in [7]

$$
\chi_{d}=\gamma+j\left[\frac{\pi}{2}+\tan ^{-1}(k \tilde{d})\right]
$$

where $j$ indicates the direction of desired orbit. When $j=$ 1 , a counterclockwise orbit is applied. When $j=-1$, a clockwise orbit is applied. $\tilde{d}$ is the distance error defined as $d-r$.

Similar to the Lyapunov argument for straight line following, the Lyapunov function $\mathcal{V}=\frac{1}{2} \tilde{d}^{2}+\frac{1}{2} \rho \tilde{\chi}^{\prime 2}$ will be used to derive the command course for the UAV. The derivative

TABLE I
TRACKING ERROR FOR 4 DIFFERENT SETS OF DESIGN PARAMETERS

|  | Case 1 | Case 2 | Case 3 | Case 4 |
| :--- | :--- | :--- | :--- | :--- |
| RMS | 0.0196 | 0.0254 | 0.0185 | 0.0228 |

TABLE II
Estimation error for 3 estimator gains

| Estimation gain | Transient RMS error | Steady RMS error |
| :---: | :---: | :---: |
| $\Gamma=20$ | 0.9283 | 1.6280 |
| $\Gamma=50$ | 2.8929 | 1.6399 |
| $\Gamma=80$ | 4.7111 | 1.5886 |

of $\mathcal{V}$ is

$$
\begin{align*}
\dot{\mathcal{V}}= & \tilde{d} \dot{\tilde{d}}+\rho \tilde{\chi}^{\prime} \dot{\tilde{\chi}}^{\prime} \\
= & -V_{g}^{\prime} \tilde{d} \sin \left(\tan ^{-1}(k \tilde{d})\right)+ \\
& \rho \tilde{\chi}^{\prime}\left[\alpha\left(\chi_{c}-\chi^{\prime}\right)-\frac{V_{g}^{\prime}}{d} \sin (\chi-\gamma)-j \beta V_{g}^{\prime} \cos \left(\chi^{\prime}-\gamma\right)\right] \tag{15}
\end{align*}
$$

It is evident that the first term in (15) is always negative. So if the command course is chosen as
$\chi_{c}=\chi^{\prime}+\frac{V_{g}^{\prime}}{\alpha d} \sin (\chi-\gamma)+j \frac{\beta}{\alpha} V_{g}^{\prime} \cos \left(\chi^{\prime}-\gamma\right)-\frac{\kappa}{\alpha} \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)$
$\dot{V}$ will be negative semi-definite, which means that $\tilde{d}, \tilde{\chi}^{\prime}$ will converge to zero. Since the $V_{g}^{\prime}$ is unknown, the control law needs to be modified in a similar manner as the straight line following case. This results in
$\chi_{c}=\chi^{\prime}+\frac{\hat{V}_{g}{ }^{\prime}}{\alpha d} \sin (\chi-\gamma)+j \frac{\beta}{\alpha} \hat{V}_{g}^{\prime} \cos \left(\chi^{\prime}-\gamma\right)-\frac{\kappa}{\alpha} \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)$
Theorem III.2: In orbit path following scenario, the command course (16) and the estimator

$$
\begin{equation*}
\dot{\hat{V}}_{g}^{\prime}=-\Gamma \rho \tilde{\chi}^{\prime}\left(\frac{\sin \left(\chi^{\prime}-\gamma\right)}{d}+j \beta \cos \left(\chi^{\prime}-\gamma\right)\right)-\sigma \Gamma \hat{V}_{g}^{\prime} \tag{17}
\end{equation*}
$$

with $\Gamma>0$ being the estimation gain and $\sigma>0$ being a switching $\sigma$-modification parameter, guarantees the tracking error converges to zero for unknown constant winds and stays bounded for unknown slowly time-varying wind.

Proof: The adaptive law of the estimator for the ground velocity is derived in the similar Lyapunov analysis as the straight line following case. Denoted again with $\Theta=\hat{V}_{g}{ }^{\prime}-$ $V_{g}^{\prime}$ as the estimation error. The derivative of the Lyapunov function $\mathcal{V}_{e}=\mathcal{V}+\frac{1}{2} \Gamma^{-1} \Theta^{2}$ is

$$
\begin{align*}
\dot{\mathcal{V}}_{e}= & \dot{\mathcal{V}}+\Gamma^{-1} \Theta \dot{\Theta} \\
= & \rho \tilde{\chi}^{\prime}\left(\hat{V}_{g}^{\prime}-V_{g}^{\prime}\right)\left(\frac{\sin \left(\chi^{\prime}-\gamma\right)}{d}+j \beta \cos \left(\chi^{\prime}-\gamma\right)\right) \\
& -\rho \tilde{\chi}^{\prime} \kappa \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)+\Gamma^{-1}\left(\hat{V}_{g}^{\prime}-V_{g}^{\prime}\right)\left(\dot{\hat{V}}_{g}^{\prime}-\dot{V}_{g}^{\prime}\right)  \tag{18}\\
& -V_{g}^{\prime} \tilde{d} \sin \left(\tan ^{-1}(k \tilde{d})\right)
\end{align*}
$$

First, We assume the changing of ground velocity over course is small enough to be neglected. We obtain

$$
\begin{aligned}
\dot{V}_{e} & \approx \dot{\mathcal{V}}+\Gamma^{-1} \Theta \dot{\Theta} \\
& =-\rho \tilde{\chi}^{\prime} \kappa \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)-V_{g}^{\prime} \tilde{d} \sin \left(\tan ^{-1}(k \tilde{d})\right) \\
& +\left(\hat{V}_{g}^{\prime}-V_{g}^{\prime}\right)\left\{\rho \tilde{\chi}^{\prime}\left(\frac{\sin \left(\chi^{\prime}-\gamma\right)}{d}+j \beta \cos \left(\chi^{\prime}-\gamma\right)\right)+\Gamma^{-1} \dot{\hat{V}}_{g}^{\prime}\right\}
\end{aligned}
$$

If the derivative of the estimated ground velocity is chosen as

$$
\begin{equation*}
\dot{\hat{V}}_{g}^{\prime}=-\Gamma \rho \tilde{\chi}^{\prime}\left(\frac{\sin \left(\chi^{\prime}-\gamma\right)}{d}+j \beta \cos \left(\chi^{\prime}-\gamma\right)\right) \tag{19}
\end{equation*}
$$

then the derivative of $\mathcal{V}_{e}$ will be negative semi-definite, which means $\tilde{d}, \tilde{\chi}^{\prime}$ and $\Theta$ are bounded. It is easy to find that $\ddot{\mathcal{V}}_{e}$ is also bounded. In another words, $\dot{\mathcal{V}}_{e}$ is uniformly continuous. Combined with the information $\mathcal{V}_{e}$ is bounded, it results in
$\dot{\mathcal{V}}_{e} \rightarrow 0$ as $t \rightarrow \infty$, which indicates that $\tilde{d}$ and $\tilde{\chi}^{\prime}$ converge to zero asymptotically.

In a similar manner to the straight line following case, we can prove the system is uniformly ultimately bounded under slowly time-varying wind, provided a $\sigma$-modification technique [14] is applied to the adaptive law (19). The adaptive law is modified with a small positive design parameter $\sigma$ as in (17).

Substituting (17) into the derivative of the Lyapunov function (18), we obtain a similar equation as (9). Using the same mathematical derivation, we also conclude that $\tilde{d}$, $\tilde{\chi}^{\prime}$ and $\Theta$ stay bounded.

In practice, a feedforward term representing the variation of the wind can be added to (17) (or (19)). We obtain

$$
\begin{align*}
\dot{\hat{V}}_{g}^{\prime}= & \frac{\partial V_{g}^{\prime}}{\partial \chi^{\prime}}\left(\frac{\hat{V}_{g}^{\prime}}{d} \sin \left(\chi^{\prime}-\gamma\right)+j \beta \cos \left(\chi^{\prime}-\gamma\right)-\kappa \operatorname{sat}\left(\frac{\tilde{\chi}^{\prime}}{\epsilon}\right)\right) \\
& -\Gamma \rho \tilde{\chi}^{\prime}\left(\frac{\sin \left(\chi^{\prime}-\gamma\right)}{d}+j \beta \cos \left(\chi^{\prime}-\gamma\right)\right)-\sigma \Gamma \hat{V}_{g}^{\prime} \tag{20}
\end{align*}
$$

where the first term in (20) represents $\dot{V}_{g}{ }^{\prime}$ and $\frac{\partial V_{g}^{\prime}}{\partial \chi^{\prime}}$ is approximated as (13). The whole control scheme of orbit path following is similar to the straight line following scenario. Fig. 6 illustrates the influence of the design parameters on the performance of orbit path following, using four different choices of design parameters. In all simulations, $\sigma=0$ because this choice delivered good performance and thus it was not necessary to tune this extra parameter. The RMS tracking errors at steady state are summarized in Tab. III. Case 1 behaves better than the other cases. It indicates that larger $k$ is beneficial for the steady state performance at the expenses of transient performance.

In Fig. 7, the estimator performance for the orbit path following works better than the straight line following since it can track the real ground velocity closely (possibly due to the fact that the circular path generates some persistence of excitation). Larger estimator gain will improve the steady estimation of ground velocity at the expense of large overshoot in transient performance, as summarized in Tab. IV.

TABLE III
Tracking error for 4 different sets of design parameters

|  | Case 1 | Case 2 | Case 3 | Case 4 |
| :---: | :---: | :---: | :---: | :---: |
| RMS | 0.1423 | 0.2004 | 0.1921 | 0.1921 |

TABLE IV
Estimation error for 3 Estimator gains

| Estimation gain | Transient RMS error | Steady RMS error |
| :---: | :---: | :---: |
| $\Gamma=20$ | 2.5419 | 1.1052 |
| $\Gamma=50$ | 3.0363 | 0.6949 |
| $\Gamma=80$ | 3.5641 | 0.4908 |

## C. Combined Path Following

More complicated paths can be segmented into straight lines and arcs. The strategy for combination of straight lines


Fig. 6. Influence of design parameters for orbit following:
Case 1: $k=0.1, \kappa=\frac{\pi}{2}, \epsilon=0.5, \Gamma=50$;
Case 2: $k=0.05, \kappa=\frac{\pi}{2}, \epsilon=0.5, \Gamma=50$;
Case 3: $k=0.1, \kappa=\frac{\pi^{2}}{6}, \epsilon=0.5, \Gamma=50$;
Case 4: $k=0.1, \kappa=\frac{5}{2}, \epsilon=1.5, \Gamma=50$.


Fig. 7. Estimator performance in orbit path following
and arcs is to build up the vector field around lines and arcs separately and define the transition rules based on distance and angular position. The methods to set up the vector fields for straight lines and arcs are described in the previous parts.

Here is an example to implement the combined path following strategy. The desired path is colored blue in Fig. 8 which looks like an " 8 " shape. At each of the corners, the vector field transfers from the straight line to the arc if the distance from the UAV to the corner point is within the predetermined range. The vector field transfers from the arc to the straight line if the angular position reaches the predetermined value.

## IV. Evaluation of the algorithm

The comparison among three methods for path following is presented here. The three methods are the standard VF method (which assumes to know the constant wind vector


Fig. 8. Combined path following strategy: UAV starts from bottom left and passes waypoints $1,2,3,4$ in order.
only), the ideal VF method (which assumes to know both the constant wind vector and the time-varying wind vector) and the proposed adaptive VF method. In details, the standard VF method uses $V_{g}$ which is the constant part of the ground velocity in the control law; the ideal VF method assumes that the ground velocity $V_{g}^{\prime}$ is measurable at any time; the adaptive VF method uses the estimated ground velocity $\hat{V}_{g}{ }^{\prime}$ in the control law which is more practical compared with the ideal case.

The root mean square error between the desired path and the real path in steady state is used to evaluate the steady state performance of these three methods.

The performance for straight line following is shown in Fig. 9 and Tab. V. For the transient behavior, the proposed method is slightly faster than the others. And the steady state RMS error is smaller than standard VF method. In the same manner, the performance of orbit path following is shown in Fig. 10 and Tab. VI. It is obvious that the proposed adaptive VF method is superior to the standard VF method in both transient and steady state.

TABLE V
Steady state RMS ERROR FOR STRAIGHT LINE FOLLOWING

| Method | Standard VF | Ideal VF | Adaptive VF |
| :---: | :---: | :---: | :---: |
| RMS | 0.2203 | 0.1573 | 0.1434 |

TABLE VI
Steady state RMS ERROR FOR ORbit FOLLOWING

| Method | Standard VF | Ideal VF | Adaptive VF |
| :---: | :---: | :---: | :---: |
| RMS | 0.33 | $6.08 \times 10^{-6}$ | 0.1219 |

## V. Conclusion

This paper presented an adaptive vector field method for the UAV path following under slowly time-varying wind environment. The proposed method was developed for two scenarios: straight line following and orbit following. The


Fig. 9. Distance of UAV from the desired path using 3 different methods


Fig. 10. Distance of UAV from orbit center using 3 different methods
combination of Lyapunov stability argument, $\sigma$-modification and Barbalat's Lemma are used to analytically prove that the path following errors are bounded under unknown slowly time-varying winds and converge to zero with unknown constant winds. Numerical simulations have been presented to show the feasibility of the adaptive VF method. The simulations indicate the adaptive VF method has better performance than the standard VF method, especially in the orbit path following scenario. In future works, the adaptive VF method would be implemented on real UAVs and the performance would be tested in practice.
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